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ABSTRACT
Often the derived temperature of an active region reÑects the method and the nature of the instrument

used in its measurement. The emission measure (i.e., the amount of emitting material) derived from spec-
troscopic observations usually depends on assumptions about the absolute elemental abundances and
ionization fractions of the emitting ions. Yet establishing the distribution of emission measure with tem-
perature is the Ðrst step needed to proceed with most of the interesting physics of active regionsÈ
including heating processes, cooling timescales, and loop stability. Accurately characterizing the thermal
distribution of the coronal plasma requires data which can resolve multithermal features and constrain
both low- and high-temperature emission. To model the temperature distribution of NOAA Active
Region 7563, we have combined broadband Ðlter data from the Yohkoh Soft X-Ray Telescope (SXT)
with simultaneous spectral line data from the Goddard Solar EUV Rocket Telescope and Spectrograph
(SERTS) taken during its Ñight on 1993 August 17. We have used a forward-folding technique to deter-
mine the emission measure distribution of the active region loops. We have found that (1) the SXT
response functions are sensitive to both the elemental abundances and the ionization fractions assumed
to compute the solar spectrum that is folded through the instrument e†ective area ; (2) the relative cali-
bration between the SERTS and the SXT instruments must be adjusted by a factor of 2 (a value consis-
tent with the absolute measurement uncertainty of the 1993 SERTS Ñight) no matter which abundances
or iron ionization fractions are used ; (3) the two-peaked di†erential emission measure previously deter-
mined using SERTS data alone is not consistent with the SXT data : including the SXT data as a high-
temperature constraint in the analysis requires that the emission above about 3 MK drop o† steeply
rather than extending out to 6 MK. The sensitivity of the SXT Ðlter response functions to elemental
abundance and iron ionization fraction could have a major impact on many routine analyses of SXT
data. The emission measures can be greatly a†ected (up to a factor of 7) and temperatures derived from
Ðlter ratios can be signiÐcantly altered (up to at least 40%) by adopting di†erent sets of commonly used
elemental and ionic abundances. The results of our multithermal analysis imply that using broadband
SXT data or a comparable high-temperature constraint in conjunction with high-resolution spectra
covering a wide lower temperature range to study solar active regions can signiÐcantly improve the
information derived from either data set alone. In this study, the revised multithermal distribution
reduces the thermal energy content of the region by about a factor of 2 and the required heating by
about a factor of 5, which in turn relaxes some constraints on possible heating models.
Subject headings : Sun: activity È Sun: X-rays, gamma rays

1. INTRODUCTION

Understanding features and phenomena on the Sun
requires knowledge of the basic plasma parameters, such as
composition, temperature, emission measure, electron
density, Ðlling factors, and their distributions. These quan-
tities are important inputs for many di†erent kinds of solar
physics problems. For example, they enter into calculations
of radiative losses and conductive cooling in coronal struc-
tures and in estimates of coronal loop stability ; they are
used to deÐne the energy balance and heating requirements
of a region, which in turn provide constraints on possible
coronal heating mechanisms ; they are used to constrain
possible coronal emission mechanisms in di†erent wave
bands (e.g., radio and X-ray ; Schmelz et al. 1994) and,
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hence, the coronal magnetic Ðeld ; they are used to charac-
terize the thermal distribution of coronal structures and
yield improved understanding of the source regions for
solar energetic particles, whose ““ frozen-in ÏÏ temperatures
reÑect the conditions where the source material was still in
closed loops and dense enough to be collisional.

Yohkoh Soft X-Ray Telescope (SXT) broadband Ðlter
data were acquired in coincidence with high-resolution
EUV spectral line data taken during the 1993 Ñight of the
Goddard Solar EUV Rocket Telescope and Spectrograph
(SERTS). A joint analysis of plasma parameter measure-
ments obtained from these data provides an extraordinary
opportunity to combine the powerful plasma diagnostic
capability of high-resolution EUV spectra with simulta-
neous higher temperature coronal images of exceptional
quality to explore the physics of some of the fundamental
structures in the solar atmosphere. The jointly observed
features include both quiet-Sun and active region loops. We
focus here on the active region data.

Individually, the SXT and SERTS data sets represent the
state of the art for measurements of their kind. SERTS
provides snapshots of the active region loops at many di†er-
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ent temperatures (0.05È3 MK), as well as detailed informa-
tion on their temperature and density distributions,
composition, and line-of-sight motions. SXT provides
cotemporal images of the high-temperature corona
([2 MK) and monitors temporal evolution of the target
structures before, during, and after the SERTS Ñight. These
images can help identify structures in stages of cooling or
heating which might be neglected or misinterpreted from
the short-duration SERTS data alone ; they also provide
information on the large-scale environment and associated
structures outside the SERTS Ðeld of view. The baseline and
cadence, spatial resolution and low scatter, sensitivity, and
dynamic range of the SXT images combine to make an
unparalleled set of broadband coronal images. Together,
the SXT and SERTS data provide complementary con-
straints on the physical conditions of coronal structuresÈ
information which is essential for realistic models of those
structures and the physics which governs them.

Brosius et al. (1996, 1997) computed the temperatures,
emission measures, and line-ratio densities from the 1993
SERTS data using spectral line analysis and compared the
temperatures with those derived from Yohkoh SXT Ðlter
ratios. (Broadband Ðlter ratios, currently widely used in
Yohkoh analysis, often give di†erent temperatures from
those obtained from spectral line analysis.) They also con-
structed a di†erential emission measure (DEM) distribution
for the active region plasma using the SERTS data alone. In
this paper, we use the combined SERTS and Yohkoh SXT
information to produce a consistent multithermal picture of
the active region loops.

2. OBSERVATIONS

For this study, we concentrate on comparison and joint
analysis of the simultaneous SERTS and SXT data
obtained on 1993 August 17. Both instruments observed
NOAA Active Region 7563, whose solar coordinates at
1800 UT were S10¡ E09¡. This analysis is limited to a (372@.7
SERTS pixels) by (1 SERTS pixel) slice through the4A.4
central portion of the active region. SXT images before,
during, and after the SERTS Ñight are also examined to
monitor potential temporal variability.

2.1. SERT S Observations
The SERTS imaging spectrograph is described by

Neupert et al. (1992). The spectrograph entrance aperture
was designed so that both spectra and spectroheliograms
could be obtained simultaneouslyÈspectra are obtained
along a narrow long slit (i.e., connecting two4@.9 64@@] 4A.4)
5@] 8@ rectangular lobes within which the spectrohelio-
grams are imaged. The spectral resolution is D55 mA� .

SERTS was launched from White Sands, New Mexico,
on 1993 August 17 at 18 :00 UT. It reached a maximum
altitude of about 320 km and acquired spectrographic data
between 235 and 450 for about 7 minutes. Relative lineA�
intensities are accurate to better than 20% at wavelengths
above 300 and are somewhat worse at wavelengths belowA�
300 Brosius et al. (1996) list the EUV emission linesA� .
observed in the averaged active region spectrum. Brosius,
Davila, & Thomas (1998) give details of the SERTS cali-
bration procedures and Ðnd that the absolute photometric
scale is accurate to about a factor of 2. The SERTS spectro-
heliograms and slit spectra were co-aligned with ground-
based observations by matching features common to both

the SERTS He II 304 images and Kitt Peak He I 10830A� A�
images.

2.2. Yohkoh SXT Observations
The Yohkoh SXT images are taken in broadband soft

X-rays (approximately 2È60 and hence are entirelyA� )
coronal. Although broadband Ðlter combinations are less
powerful for detailed multithermal plasma diagnostic mea-
surements than are high-resolution spectra, a rich array of
new results from the SXT has been obtained on the physics
of phenomena as wide ranging as coronal bright points,
active regions, Ñares, coronal mass ejections, and large-scale
coronal structures. Details of the SXT instrument and oper-
ation modes can be obtained from the prelaunch paper by
Tsuneta et al. (1991) and the more recent Yohkoh Analysis
Guide (Morrison 1994). The latter reference also documents
much of the available Yohkoh software for data reduction
and analysis.

SXT provided cotemporal high-temperature ([2 MK)
images of the targeted structures and the spatial context of
large-scale or interacting structures extending beyond the
SERTS Ðeld of view. It also monitored variability in the
structures before, during, and after the SERTS Ñight.
Although the coverage was not uniform in cadence, the
sampling was sufficient to identify transient heating epi-
sodes or loop cooling which might have a†ected the thermal
analysis of the joint data. None was observed. (As shown in
° 4.2, the fastest relevant cooling timescale is expected to be
about 103 s.) Over the period from 2 hr before to 2 hr after
the SERTS Ñight, SXT took a series of 45 individual full-
disk images, alternating between the thin Al and AlMgMn
Ðlters, in sets of three exposures each (to make 15
““ composite images ÏÏ in which most features are well
exposed). In addition, SXT took ““ partial frame ÏÏ high-
resolution pixel) images in three Ðlters (thin Al,(2A.455
AlMgMn, and thick Al), with pointing alternating between
the SERTS target region and a brighter region on the limb
which was outside the SERTS Ðeld of view. The SERTS
region was sampled with 18 images from 16 :10 to
17 :05 UT, 21 images from 17 :50 to 18 :12 UT, and 31
images from 19 :27 to 20 :19 UT. Only SXT images from the
second period, from 10 minutes before to 2 minutes after the
SERTS Ñight, were used in the joint SERTS/SXT multi-
thermal analysis discussed below. The last set of images
showed that a small brightening occurred adjacent to the
subÐeld of interest, about 90 minutes after the SERTS Ñight.
However, there were no signiÐcant changes in intensity or
morphology in the target subÐeld during the SERTS Ñight
or the preceding hour which would impact the analysis
herein. In particular, most of the SXT images were taken in
the thin Al or AlMgMn Ðlters, which are quite sensitive to
plasma temperatures at which Fe XVII is formed (see ° 4.1).

3. ANALYSIS

Taken individually, either the SERTS or the SXT data
can be misleading if assumed to represent the total picture.
The SXT broadband Ðlter data are dominated by the
hottest plasma in the Ðeld of view because the SXT response
functions peak at temperatures much greater than typical
active region plasma temperatures. This means that any
SXT isothermal estimate of the ““ mean ÏÏ temperature of a
distribution will convolve the high-temperature sensitivity
of the Ðlter response with the actual emission measure dis-
tribution both along the line of sight and across the Ðeld of
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view. Thus it can give an answer that is artiÐcially weighted
toward a hotter value than the true mean temperature.
Using a combination of several of the available Ðlter ratios
does not necessarily overcome this difficulty because of sta-
tistical and systematic uncertainties.

The hottest temperature lines observed in the SERTS
spectrum of AR 7563 were a pair of relatively weak Fe XVII

lines at 347.82 and 350.52 The peak response of theseA� .
lines occurs at about log T \ 6.45 (Arnaud & RothenÑug
1985) or 6.6 (Arnaud & Raymond 1992), so that the avail-
able SERTS data do not constrain the higher temperature
active region plasma. Although the SERTS wavelength
range does include higher temperature lines, none of these
were detected for this active region. Because of the shortness
of the exposures, the signal-to-noise level was not adequate
to use the absence of the lines to constrain the amount of
high-temperature plasma.

Historically, temperature measurements by two instru-
ments with di†erent temperature responses give di†erent
answers. Usually an ““ e†ective temperature ÏÏ is derived in an
isothermal approximation while it is likely in practice that
there is a distribution of temperatures from structures along
the line of sight and unresolved features across the Ðeld of
view. Only an instrument, or combination of instruments,
with good temperature coverage between 1 and 10 MK can
adequately characterize the thermal distribution of coronal
plasma in active regions. Although the majority of the
SERTS emission lines have a signiÐcantly cooler tem-
perature response than that of the dominant SXT response,
there is sufficient overlap of the temperature responses to
permit self-consistency checks between the SERTS and SXT
analyses. Therefore, it is possible to use the combined data
set to broaden the temperature range for accurate multi-
thermal analysis of active region data ; the SXT data are
used in particular to constrain the high-temperature end of
the emission measure distribution which is typically poorly
deÐned in studies using EUV data alone.

Brosius et al. (1996) published a DEM curve of the active
region plasma using the SERTS spectral data alone. DEM
is a standard multithermal analysis technique. Various
implementations of the DEM method were tested and com-
pared with good results in a major project planning for
analysis of data from UV and EUV spectrometers on the
Solar and Heliospheric Observatory (SOHO). From this
study (see Harrison & Thompson 1991), the speciÐc
program and procedure of the Arcetri DEM code of
Monsignori-Fossi and LandiniÈused to produce the DEM
curves published by Brosius et al. (1996)Èare known to be
accurate and were readily accessible when that analysis was
done. The DEM distribution for the active region (see their
Fig. 8) was double peaked, but the higher temperature
(D4 MK) component at the extreme end of the SERTS
range of sensitivity was poorly constrained. The shallow
dip between the peaks, combined with the relatively large
measurement uncertainty for the few available high-
temperature lines, suggests that the derived double peak
may not be signiÐcant. The higher temperature response of
SXT can be used to test the reality of the apparent double-
peaked structure of the SERTS active region DEM curve as
we discuss in ° 3.4.

3.1. Elemental Abundance Normalization
Before the SXT and SERTS results can be compared with

conÐdence, the underlying assumptions used for the

analysis of data from each instrument should Ðrst be recon-
ciled. The SXT response functions are computed by folding
a synthetic solar spectrum through the measured e†ective
area for each of the Ðve di†erent Ðlters. The current
““ default ÏÏ synthetic spectrum used in SXT analysis assumes
the set of ““ adopted coronal ÏÏ abundances published by
Meyer (1985), where the abundances of elements with high
Ðrst ionization potential (FIP) are depleted in the corona
with respect to their photospheric values by about a factor
of 4 and the abundances of low-FIP elements are the same
in the corona and the photosphere. The resulting response
functions are published in the Yohkoh Analysis Guide
(Morrison 1994) and are used in all of the routine SXT
analysis software.

Unfortunately, the normalization of the coronal trace ele-
mental abundances with respect to hydrogen is not well
known. A competing empirical model of coronal composi-
tion has low-FIP elements enhanced by about a factor of 4
with respect to their photospheric values and high-FIP ele-
ments the same in the corona and the photosphere
(Feldman 1992) ; that is, there is about a factor of 4 di†er-
ence in the overall coronal abundances relative to hydrogen
between the two models. The latter model was used in
producing the DEM curves published by Brosius et al.
(1996). The absolute elemental abundances, i.e., abundances
relative to hydrogen, a†ect the normalization of the emis-
sion measure, while relative abundances of di†erent heavy
elements a†ect the shape of the DEM distribution.

Since neither SXT nor SERTS provides any direct infor-
mation on abundance normalization (and hence on absol-
ute emission measures), we consider results published
elsewhere. Recently, Schmelz & Fludra (1998) analyzed data
for 93 Ñares observed with the Yohkoh Bragg Crystal
Spectrometer and derived absolute coronal abundances for
sulfur, calcium, and iron. The mean Yohkoh abundance of
intermediate-FIP sulfur relative to hydrogen is smaller than
the photospheric value by over a factor of 2. The mean
abundance of low-FIP calcium is about 50% greater than
the photospheric value. The mean abundance of low-FIP
iron shows greater scatter around its mean value but is still
about a factor of about 1.5 higher than the accepted photo-
spheric value. These results were not consistent with either
of the two empirical abundance normalization models
(Feldman 1992 ; Meyer 1985) discussed above. They com-
bined these values with all known absolute abundance mea-
surements published in the literature for many
eventsÈfrom 25 to several hundredÈfor both spectro-
scopic and solar energetic particle results. These data agree
with the results from YohkohÈneither of the two most com-
monly used empirical models accurately describes the
majority of the absolute abundance measurements.

The available data are better represented by the set of
““ hybrid ÏÏ coronal abundances where there is both an
enhancement of low-FIP abundances and a depletion of
high-FIP abundances, each by about a factor of 2 compared
with their photospheric values relative to hydrogen. These
hybrid abundances are listed in Table 1. Although excellent
examples of abundance variability can be found in the liter-
ature, this hybrid abundance set appears to be the best way
to characterize the mean composition in the near corona. In
the absence of other speciÐc contrary information for a
given data set, the hybrid set also has the virtue of splitting
the di†erence between the extremes of the two more
common models, thereby cutting the normalization uncer-
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TABLE 1

HYBRID ABUNDANCES

FIP
Element (eV) Photospheric Abundance Hybrid Abundance Hybrid/Photospheric

K . . . . . . . 4.32 1.33E[07 2.79E[07 2.10
Na . . . . . . 5.12 2.03E[06 4.25E[06 2.10
Al . . . . . . . 5.96 3.00E[06 6.30E[06 2.10
Ca . . . . . . 6.09 2.16E[06 4.54E[06 2.10
Cr . . . . . . . 6.74 4.77E[07 1.00E[06 2.10
Ti . . . . . . . 6.81 8.47E[08 1.78E[07 2.10
Mg . . . . . . 7.61 3.78E[05 7.94E[05 2.10
Ni . . . . . . . 7.61 1.74E[06 3.65E[06 2.10
Fe . . . . . . . 7.83 3.21E[05 6.74E[05 2.10
Si . . . . . . . 8.12 3.53E[05 7.42E[05 2.10
Zn . . . . . . 9.36 4.45E[08 8.01E[08 1.80
S . . . . . . . . 10.3 1.73E[05 2.08E[05 1.20
P . . . . . . . . 10.9 3.67E[07 2.75E[07 0.75
C . . . . . . . . 11.22 3.97E[04 2.57E[04 0.65
Cl . . . . . . . 12.95 1.85E[07 1.20E[07 0.65
O . . . . . . . 13.55 8.47E[04 5.48E[04 0.65
N . . . . . . . 14.48 1.00E[04 6.47E[05 0.65
Ar . . . . . . . 15.68 3.57E[06 2.31E[06 0.65
Ne . . . . . . 21.47 1.36E[04 8.83E[05 0.65
He . . . . . . 24.46 9.75E[02 6.31E[02 0.65

tainty factor, and hence the emission measure uncertainty,
in half. We adopt the Schmelz & Fludra (1998) abundance
values in our DEM analysis in ° 3.4.

3.2. Ionization Balance Calculations
The SXT default synthetic spectrum also incorporates the

ionization balance calculations of Arnaud & RothenÑug
(1985) for all elements, while the DEM curves published by
Brosius et al. (1996) used revised values for the ionization
fractions of iron, as given by Arnaud & Raymond (1992).
(The Arnaud & RothenÑug values were used for all other
elements.) Most EUV spectral line analyses now use these
newer results for iron, which corrects a known error in the
earlier calculations ; however, some existing data sets are
much harder to interpret using the newer calculations. (For
example, for Solar Maximum Mission Flat Crystal Spectro-
meter active region data, the Fe XVIII/Fe XVII diagnostic line
ratio would imply a temperature that is inconsistent with
the upper limits of other high-temperature lines.) The tem-
perature sensitivities of certain lines are strongly a†ected by
the ionization balance calculations adopted, as noted above
for Fe XVII (which gave the highest temperature lines used in
the SERTS DEM analysis and whose soft X-ray lines domi-
nate the SXT thin Ðlter responses at active region
temperatures). The ionization fraction calculations strongly
a†ect the DEM results, and, unfortunately, it is not clear
that the newer calculations are the Ðnal word. Therefore, we
have chosen to compare results from the two sets of calcu-
lations to see how they each a†ect the shape of the DEM
curve and the consistency of the SERTS and SXT results.

3.3. SXT Response Functions
The sensitivity of the SXT response functions in each of

the six analysis bands to abundance normalization and ion-
ization fraction is illustrated in Figures 1 and 2. (Note that
the y-axes of the plots in Fig. 1 are logarithmic and can be
compared directly to the standard plots in the Yohkoh
Analysis Guide ; those in Fig. 2 are linear to emphasize the
di†erences obtained with various sets of elemental and ionic

abundances). The sets of responses in the four lowest energy
Ðlters appear qualitatively quite similar (as do the standard
response curves for these Ðlters), although there are some
small quantitative di†erences that allow ratios of counts
from various Ðlter combinations to be used to derive ““ color
temperatures ÏÏÈthat is, estimates of the average plasma
temperature convolved with the instrument response. The
sets of curves for the thick aluminum and the beryllium
Ðlters (Figs. 1e, 1f, 2e, and 2f ) are very di†erent from the
others and from each other, so that ratios between the two,
or between either and the thin Ðlters, provide more sensitive
measures of color temperature in some regimes if there are
sufficient counts.

The dotted line in each panel of Figures 1 and 2 shows
the instrument response for the continuum onlyÈthe con-
tribution from emission lines is ignored, and the synthetic
solar continuum spectrum is folded through the SXT e†ec-
tive areas. (The small e†ect of changing the abundances and
ionization fractions on the continuum response is ignored
herein.) The lowest solid curve in each panel shows the
standard SXT response, in which the Meyer (1985) adopted
coronal abundances and the ionization fractions from
Arnaud & RothenÑug (1985) are used to generate the syn-
thetic solar spectrum which is then folded through the SXT
e†ective areas. The other solid curves show the respective
SXT response functions generated, again with Arnaud &
RothenÑug (1985) ionization fractions, but with abundance
normalizations 2, 3, or 4 times as great as before, with the
highest curve corresponding to the highest abundances (see
Ðgure legends). The dashed curves show the corresponding
functions generated when the Arnaud & Raymond (1992)
ionization fractions are substituted for iron. In general, the
latter responses are considerably higher in the range
log T \ 6.2È6.8, reÑecting the di†erences in the two sets of
iron ionization balance calculations in the active region
temperature regime and underlining the importance of iron
line emission in the thin Ðlter bands. The response curves
for the beryllium Ðlter for the two sets of iron ionization
fractions are essentially identical, because of the smaller
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FIG. 1.ÈSXT response functions for the open Ðlter position, as well as the Ðve SXT analysis Ðlters, generated for the continuum alone (dotted curve) and
for the continuum plus lines for Arnaud & RothenÑug (1985) ionization fractions (solid curves), and with Arnaud & Raymond (1992) ionization fractions
substituted for iron (dashed curves). The curves in each panel represent the response functions generated for the continuum plus lines assuming (from lowest to
highest) adopted coronal abundances from Meyer (1985), 2 times the adopted coronal values (approximating the hybrid abundances of Schmelz & Fludra
1998), 3 times the adopted coronal values, and 4 times the adopted coronal values (approximating the Feldman 1992 abundances). The di†erent panels
correspond to the (a) open position, (b) thin Al Ðlter, (c) AlMgMn Ðlter, (d) Mg Ðlter, (e) thick Al Ðlter, and ( f ) Be Ðlter.

contributions from iron line emission in that band.
However, the abundance normalization still makes a signiÐ-
cant di†erence for the beryllium Ðlter response, as it does for
the thick aluminum Ðlter response. The abundances and
(for all but the beryllium Ðlter) the iron ionization fractions
chosen clearly make a signiÐcant di†erence in the SXT Ðlter
responses, in contrast to the common expectation that
broadband data are insensitive to these assumptions.

Some simple quantitative estimates of the impact of
varying these quantities can be made by dividing the adjust-

ed Ðlter response curves for the extreme cases by the stan-
dard response curves. Figure 3 shows, for the six analysis
bands, several of these adjusted Ðlter responses normalized
to the standard SXT response, which is shown here as the
solid horizontal line with a value of unity. If the abundance
normalization and ionization fractions were unimportant,
the ratios of the adjusted curves to the standard curves
would approximate straight horizontal lines with values
near unity, which they clearly do not. The dashed curves
show the responses to the emission lines when the (SXT)
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FIG. 2.ÈSame as Fig. 1, but with the y-axis on a linear scale to show di†erences more clearly

standard ionization fractions are used but the element
abundances are increased by a factor of 4 ; there is about a
factor of 3È3.5 increase in response in the active region
regime (although the change is clearly not a constant factor
with temperature even in this limited range) except for the
beryllium Ðlter, where the factor is about 2È2.5. The dot-
dashed curve shows the e†ect on the Ðlter responses when
the (SXT) standard coronal abundances are used but the
iron ionization fractions are adjusted ; the relative change in
the Ðlter response is a strongly varying function of tem-
perature with a peak value of about 2 near log T \ 6.8. The
triple-dot-dashed curve shows the combined change
(relative to the standard response) when the maximum
abundances we considered and the new iron ionization frac-

tions are used at the same time ; the resulting response ratios
are a complex function of temperature with peak values as
high as 7.1. That is, if one uses Feldman (1992) abundances
and Arnaud & Raymond (1992) iron ionization fractions,
the SXT responses to active region emission (for all except
the beryllium Ðlter) are at least 3 times higher and up to 7
times higher than they are with the usual assumptions used
in the SXT analysis software.

Figure 4 shows several Ðlter ratios as a function of tem-
perature, in a format that is familiar from the Yohkoh
analysis guide. The line-type notation is the same as that for
Figure 3. Since the response curves of the low-energy Ðlters
have such similar temperature dependences, the values of
their ratios at a given temperature are not greatly a†ected
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FIG. 3.ÈSeveral adjusted SXT Ðlter responses normalized to the standard response (where the adopted coronal abundances of Meyer 1985 and the
ionization fractions of Arnaud & RothenÑug 1985 are used to compute the synthetic solar spectrum which is folded through the SXT e†ective areas). The
dashed curve shows the response generated using the Feldman (1992) abundances and Arnaud & RothenÑug (1985) ionization fractions, normalized to the
standard response ; the dot-dashed curve shows the response using the Meyer (1985) abundances and Arnaud & Raymond (1992) ionization fractions for iron,
normalized to the standard response ; and the triple-dot-dashed curve shows the response using the Feldman (1992) abundances and Arnaud & Raymond
(1992) ionization fractions for iron, normalized to the standard response. The panels (a)È( f ) correspond to the same SXT passbands as those in Figs. 1 and 2.

by changing the abundances or iron ionization fractions.
(For example, the maximum change in the AlMgMn/thin-
Al Ðlter ratio for a factor of 4 increase in the iron abundance
is D10%, which occurs at log T \ 5.7 ; the maximum
change in the Ðlter ratio due to substitution of the newer
iron ionization fractions is D6%, which occurs at
log T \ 6.9.) However, the color temperatures inferred
from these ratios may still be altered signiÐcantly where the
slope of the ratios with temperature is shallow. For
example, the combined e†ect of replacing the iron ioniza-
tion fractions and increasing the abundances by a factor of

4 over those in the SXT standard model yields increases in
temperatures inferred from AlMgMn/thin-Al Ðlter ratios of
about 10% at log T \ 6.5, 20% at log T \ 6.6, and 30% at
log T \ 6.7. The change in the inferred Ðlter ratio tem-
peratures can be even larger for ratios of thin Ðlters com-
bined with thick Ðlters. For example, the thick-Al/thin-Al
Ðlter ratio temperatures increase by about 15% at
log T \ 6.5, 30% at log T \ 6.6, and 40% at log T \ 6.7.

Moreover, the changes in emission measure (at a given
temperature) are inversely proportional to the changes in
the instrument response, which can be as much as a factor
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FIG. 4.ÈRatios of the SXT Ðlter responses as a function of temperature
in the format of the Ðgure in the Yohkoh Analysis Guide. The line type is
the same as that used in Fig. 3. Note that even small changes to the ratio
can result in signiÐcant changes to the temperature because the slopes of
the curves are small.

of 7 as shown in Figure 3. Any model of the coronal plasma
that requires the temperature or emission measure distribu-
tion could be severely a†ected by the choice of abundance
normalization and/or ionization fraction used in the SXT
analysis.

Given the sensitivity of the SXT Ðlter responses to the
change in elemental abundance normalization and iron ion-
ization fractions, it is clear that a fair comparison between
the SXT and SERTS data requires that the SXT response
functions and the SERTS line emissivities be generated with
the same set of elemental abundances and ionization frac-
tions. For the emission measure distribution analysis pre-
sented in the next subsection, we adopted the hybrid
elemental abundances listed in Table 1 (Schmelz & Fludra
1998) as discussed in ° 3.1. Since the preferred values of the
ionization fraction for iron are not clear, we did the multi-
thermal analysis with both sets of calculations independent-
ly, to compare the results and see whether either did a better
job of describing the combined SERTS and SXT data.

3.4. Forward Folding
Forward folding is a standard technique used to deter-

mine a plasma emission measure distribution as a function
of temperature. It requires an initial input model which is
folded through the spectral line emissivity functions or
broadband responses. This produces a set of predicted
intensities which are compared with the observed values.
The emission measure distribution is then adjusted iter-

atively (and subjectively) to improve the agreement between
the observed and predicted intensities while keeping the
curve as smooth a function of temperature as possible. The
process is repeated until, ideally, the predicted and observed
intensities agree to within approximately ^1È2 p of the
observed values.

The 23 SERTS spectral lines used in this analysis are
listed in Table 2. The tabulated values are from Brosius et
al. (1996). The emissivity functions for these lines, computed
using information in the CHIANTI atomic physics data-
base (version 1.01) compiled by Dere et al. (1997), are
plotted as a function of temperature in Figure 5 for an
electron density cm~3. The Ðgure shows the goodn

e
\ 109

temperature coverage of the lines up to about log T \ 6.5.
The dotted curve in Figure 6a shows the column emission

measure distribution published by Brosius et al. (1996). The
normalization of the curve was adjusted to conform to the
deÐnition of DEM as with the assumptionn

e
2 dl/dT nH/n

e
\

and with the Schmelz & Fludra (1998) abundances. This0.8
curve was used as the initial model for the forward-folding
program. The program generated a set of predicted inten-
sities for the 23 SERTS spectral lines listed in Table 2 as
well as the three SXT broadband Ðlters (thin Al, AlMgMn,
and thick Al) for which cotemporal data were available. The
predicted/observed ratios were within ^1È2 p for most of
the SERTS lines but were greater than ]5 p for the SXT
Ðlter data if the total uncertainties on the measured inten-
sities are taken to be 20% (see ° 4.1). Since SXT is more
sensitive to high-temperature (log T [ 6.5) plasma than
SERTS, these results suggested that the high-temperature

FIG. 5.ÈEmissivity functions for the 23 SERTS lines computed using
information in the CHIANTI atomic physics database compiled by Dere
et al. (1997) for an assumed electron density of 109 cm~3. The emissivities
of the two Fe XVII lines which peak at about log T \ 6.7 were multiplied
by a factor of 10 to make them visible on this scale.
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TABLE 2

PROPERTIES OF SERTS SPECTRAL LINES

j
Number Ion (A� ) log T max Intensity Uncertainty Transition

1 . . . . . . . . Ne V 359.383 5.50 2.51E]01 5.29E]00 2s22p2 3P2È2s2p3 3S1
2 . . . . . . . . Mg VIII 339.014 5.90 6.42E]01 8.48E]00 2s22p 2P3@2È2s2p2 2S1@2
3 . . . . . . . . Mg VIII 313.744 5.90 6.78E]01 1.05E]01 2s22p 2P1@2È2s2p2 2P1@2
4 . . . . . . . . Mg VIII 315.029 5.90 2.32E]02 2.70E]01 2s22p 2P3@2È2s2p2 2P3@2
5 . . . . . . . . Mg IX 368.093 6.00 9.43E]02 1.10E]02 2s2 1S0È2s2p 1P1
6 . . . . . . . . Fe XI 352.699 6.05 1.77E]02 2.02E]01 3s23p4 3P2È3s3p5 3P2
7 . . . . . . . . Si IX 296.108 6.05 2.70E]02 4.10E]01 2s22p2 3P2È2s2p3 3P2
8 . . . . . . . . Fe XII 346.867 6.15 1.15E]02 1.40E]01 3s23p3 4S3@2È3s3p4 4P0
9 . . . . . . . . Fe XII 364.494 6.15 2.57E]02 2.95E]01 3s23p3 4S3@2È3s3p4 4P2
10 . . . . . . Fe XII 352.131 6.15 1.90E]02 2.21E]01 3s23p3 4S3@2È3s3p4 4P1
11 . . . . . . Si X 347.421 6.15 2.86E]02 3.26E]01 2s22p 2P1@2È2s2p2 2D3@2
12 . . . . . . Fe XIII 348.199 6.20 2.10E]02 2.43E]01 3s23p2 3P0È3s3p3 3D1
13 . . . . . . Fe XIII 318.121 6.20 8.59E]01 1.26E]01 3s23p2 1D2È3s3p3 1D2
14 . . . . . . Fe XIII 312.171 6.20 1.05E]02 1.65E]01 3s23p2 3P1È3s3p3 3P1
15 . . . . . . Si XI 303.317 6.20 2.88E]03 3.26E]02 2s2 1S0È2s2p 1P1
16 . . . . . . Fe XV 284.135 6.30 5.78E]03 6.51E]02 3s2 1S0È3s3p 1P1
17 . . . . . . Fe XV 327.045 6.30 5.22E]01 6.64E]00 3s3p 3P2È3p2 1D2
18 . . . . . . Fe XVI 335.418 6.40 4.09E]03 4.70E]02 3s 2S1@2È3p 2P3@2
19 . . . . . . Fe XVI 360.782 6.40 2.04E]03 2.32E]02 3s 2S1@2È3p 2P1@2
20 . . . . . . Ni XVIII 291.961 6.45 1.23E]02 2.87E]01 3s 2S1@2È3p 2P3@2
21 . . . . . . Ni XVIII 320.568 6.45 4.66E]01 6.59E]00 3s 2S1@2È3p 2P1@2
22 . . . . . . Fe XVII 347.823 6.70 9.17E]00 3.73E]00 2p53s 3P1È2p53p 1D2
23 . . . . . . Fe XVII 350.521 6.70 1.70E]01 6.43E]00 2p53s 3P2È2p53p 3D3

NOTE.ÈIntensities are in units of ergs cm~2 s~1 sr~1.

portion of the Brosius et al. (1996) DEM curve needed to be
modiÐed using the information provided by SXT.

The initial distribution was changed by small, iterative
steps to bring the predicted SXT data points to within
^1È2 p of the observed values. The solid curve in Figure 6a
shows the DEM curve that minimized the di†erence
between the predicted and observed intensities. The associ-
ated error ratios are shown as crosses in Figure 6b. Position
numbers for the SERTS lines (1È23) correspond to the list-
ings in Table 2 while numbers 24, 25, and 26 represent the
three SXT ÐltersÈthin Al, AlMgMn, and thick Al. This
curve was chosen to optimize the Ðt of the intensities
recorded in the three SXT channels since this instrument
has the more reliable high-temperature response. As a result
the predicted intensities for many of the SERTS lines are
much lower than their observed counterparts. The Fe XIII

line at 318.12 (position number 13) is one of the few linesA�
here that is sensitive to density. This line does not a†ect our
main results, and we postpone a detailed discussion about
possible density e†ects to a future paper. The low values for
the Fe XV, Fe XVI, Ni XVIII, and Fe XVII lines (position
numbers 16È23) are a much bigger problem since these are
the lines whose peak formation temperatures signiÐcantly
overlap with the SXT Ðlter responses. All of these lines are
insensitive to density in the range appropriate for active
region loops. We investigate the possible sources of this
discrepancy in the next section.

4. DISCUSSION

The solid DEM curve in Figure 6a is comparable to the
dotted curve for log T \ 6.5 ; however, it is missing the
high-temperature peak because the SXT data are not com-
patible with a signiÐcant amount of emission from plasma
at log T [ 6.5. The DEM curve cannot be made consistent
with both the SXT data and the SERTS higher temperature

line intensities as given in Table 2. We consider the two
most likely reasons for this discrepancy : (1) a problem with
either the atomic physics or the observations of the higher
temperature SERTS lines and/or (2) a relative calibration
discrepancy between the two instruments of a factor of 2È4.
We then discuss the physical implications for the adjusted
DEM curve.

4.1. Possible Sources of Uncertainty
All of the lines with peak formation temperatures at

log T \ 6.3 or higher have predicted values that are too
low based on the DEM curve optimized for the SXT data.
The most discrepant lines are those of Fe XVII (positions 22
and 23 in Fig. 6b) at 347.8 and 350.5 These lines areA� .
extremely weak in all of the SERTS spectra, with relatively
large measurement uncertainties. The peak formation tem-
perature of Fe XVII di†ers signiÐcantly depending on which
ionization fractions are used, but repeating the analysis with
the Arnaud & RothenÑug (1985) ionization balance calcu-
lations for iron in both the SERTS emissivities and SXT
response functions did not improve the results. A new study
by Bhatia & Kastner (1999) shows that these two lines
should not be a†ected by opacity at the temperatures and
densities appropriate for active regions. According to calcu-
lations using the CHIANTI database, there is a group of
Si X lines near the 347.8 line which could overwhelmA�
the Fe XVII contribution to the Ñux, but there are no known
lines that could contribute signiÐcantly to the observed line
at 350.5 Hence, there is no obvious reason which satisfac-A� .
torily explains why the ratios of predicted-to-observed
intensity would be so low for these lines.

The Ni XVIII lines at 292.0 and 320.6 (lines 20 and 21)A�
are also weak in the SERTS spectra, although stronger than
the Fe XVII lines discussed above. Preliminary calculations
suggest that both lines are optically thin under coronal con-
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FIG. 6.È(a) The dotted curve represents the DEM distribution of
Brosius et al. (1996), adjusted to conform to the deÐnition of DEM as

with the abundance normalization of Schmelz & Fludra (1998)n
e
2 dl/dT

and the assumption that The ionization fractions of Arnaud &nH/n
e
\ 0.8.

Raymond (1992) are used for iron. The solid curve represents the DEM
distribution that optimizes the Ðt of the intensities recorded in the three
available SXT channels. It assumes an instrumental cross-calibration
factor of 1 (i.e., that SXT and SERTS are perfectly cross calibrated). The
dashed curve represents the best Ðt to the data assuming an instrumental
cross-calibration factor of 2. (b) The predicted-to-observed intensity ratio
on a linear scale for the 23 spectral lines listed in Table 2 as well as the SXT
broadband data for the thin-Al, AlMgMn, and thick-Al Ðlters (position
numbers 24, 25, and 26). The error points denoted by crosses and squares
are associated with the solid curve and the dashed curve, respectively.

ditions. A search of the CHIANTI database Ðnds no lines
that would be expected to contribute signiÐcantly to the
measured intensity of the 292.0 line, but there is a nearbyA�
Mg VII line that could contaminate the line at 320.6 A� .
However, the ratio of these nickel lines is asn

e
-insensitive

expected. If these nickel lines were the only two lines for
which the observed and predicted intensities di†ered signiÐ-
cantly, we might be tempted to assume that the nickel abun-
dance of the active region plasma is somewhat higher than
expected. There are excellent examples of abundance varia-
bility in the literature which do not follow the strict FIP
formula. But since the iron lines on both the high- and
low-temperature sides of the nickel lines are also problem-
atic, adjusting the Ni/Fe abundance is not the solution.

The observed intensities are also substantially higher than
those predicted for the Fe XVI lines at 335.4 and 360.8 A�
(lines 18 and 19, with log T \ 6.4) and the Fe XV lines at
284.1 and 327.0 (lines 16 and 17, log T \ 6.3). All fourA�
lines are strong and, based on the CHIANTI database,
should have no signiÐcant blends. Preliminary analysis sug-
gests they are optically thin under coronal conditions.
Changing the iron abundance will not help because the

SXT broadband responses would be a†ected almost as
strongly as the SERTS emission lines.

It is difficult to attribute the discrepancies between the
observed and predicted intensities for all the lines of Fe XV,
Fe XVI, Fe XVII, and Ni XVIII to blending, optical depth
e†ects, or abundance variations. The simplest alternative
explanation is that these discrepancies are manifestations of
instrumental uncertainties on the absolute intensity mea-
surements. The SXT absolute intensity in 1993 after the
failure of the front Ðlter is thought to be good to 20%
(L. Acton 1999, private communication). The uncertainty
on the SERTS absolute intensity calibration is a factor D2,
meaning that the SERTS line intensities could be divided by
a factor of 2 and still remain within the measurement uncer-
tainty. Therefore, we systematically divided the SERTS
intensities given in Table 2 by a factor of 2 and repeated the
DEM computations described above. The results are
plotted as the dashed line on Figure 6a, and the associated
errors are shown as the squares in Figure 6b. Note that this
brings the Fe XV and Fe XVI lines into agreement with the
SXT data. The Ni XVIII lines can be adjusted by changing
the Ni elemental abundance slightly. The Fe XVII lines,
however, are still o† by more than a factor of 2 and would
require an unrealistically large cross-calibration factor to
bring them into agreement. Similar results were obtained
using Arnaud & RothenÑug (1985) ionization fractions.

Both the SERTS and SXT data were examined in detail
for transient, localized brightenings that might a†ect the
Fe XVII spectral lines disproportionately since they are the
hottest SERTS lines used in this analysis. In a detailed dis-
cussion of the SERTS data, Brosius et al. (1997) describe the
consistency of the data from this quiescent active region and
Ðnd the intensity of the Fe XVII lines to be consistent
throughout the data used here. Further, any transient
brightening in Fe XVII emission in the SERTS data should
have been reÑected in the series of SXT images taken just
before and during the SERTS Ñight, as discussed in ° 2.2 ; no
such signature was found. Since the discrepancy cannot be
attributed to statistical or systematic uncertainties, we are
left with no other option than to suggest that the atomic
physics for these lines be reexamined.

4.2. Physical Implications
Removing the high-T component from the original DEM

curve (because of its inconsistency with the SXT data)
reduces the thermal energy content of theEth/V D 2.7n

e
kT

active region emission volume V , by about a factor of 2, for
whatever absolute abundance normalization or absolute
SERTS calibration is chosen. (Here k is the usual Boltz-
mann constant and it was assumed However, itn

p
D 0.8n

e
.)

reduces the heating requirement by about a factor of 5.
For Meyer FIP-biased adopted coronal abundances, the

radiative loss function calculated by Cook et al. (1989) can
be evaluated near log T \ 6.5 as

PradD 1.5] 10~23n
e
nH D 1.2] 10~3n102 ergs s ~1 cm~3 ,

(1)

where is the number density of H (taken to benH D0.8n
e
)

and is in units of 1010 cm~3. Then the radiativen10 n
ecooling time,

trad\ Eth/V
Prad

D 3 ] 103T6 n10~1 s , (2)
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where is the temperature in MK, becomes sT6 tradD3]104
for (a typical active region density). The equiva-n10 \ 0.3
lent value for at calculated using Arnaud &Prad T6\ 3
Raymond (1992) ionization fractions (J. Raymond 1999,
private communication ; see Fig. 3.12 of Golub & Pasacho†
1997) is about twice as large as that of Cook et al. (1989), so
the radiative cooling timescale would be about half as long.

The conductive cooling timescale for active region
coronal plasma in volume for a loop of half-V \ L ] Alooplength L and (constant) cross-sectional area was esti-Aloopmated by Saba & Strong (1991) to be

tcondD 104L 92 n10 T 6~2.5 s , (3)

where is the loop half-length in units of 109 cm; forL 9 and T \ 3 MK, this yields D5 ] 103 s.2L 9\ 10, n10 D 0.3,
For coronal loops of the same length and density, the con-
ductive cooling rate is about 15 times slower at 1 MK and
about 5 times faster at 6 MK than at 3 MK. The radiative
cooling rate is about half as fast at 6 MK as at 3 MK and
about 10È50 times faster at 1 MK than at 3 MK (depending
on which calculation of is used). The actual values forPradthe cooling timescales depend on the speciÐc values of the
input parametersÈin particular, L , and the coronaln

e
,

abundance normalization. However, we can estimate that,
for the hybrid abundances, active region loops at 3 MK will
cool in a few times 103 s (with radiation and conduction
competitive), while the 6 MK loops will cool about 5 times
faster (primarily by conduction) and the 1 MK loops will
cool 5È10 times faster (primarily by radiation). This may
explain why temperatures of stable active region loops mea-
sured at X-ray wavelengths by instruments such as the Solar
Maximum Mission Flat Crystal Spectrometer were found to
be typically about 3 MK (Schmelz et al. 1996). Thus, the
adjustments to the DEM curve (principally, removal of
emission measure above log T \ 6.5, but also smaller dec-
rements at log T \ 6.0È6.3) were driven by the data but
appear to be supported also on physical grounds.

As pointed out by Cook et al. (1989), the shape of the
radiative loss function at coronal temperatures is signiÐ-
cantly altered when coronal elemental abundances are used
in place of photospheric abundances for the emitting
plasma. Golub & Pasacho† (1997) note that the various
local peaks in the radiative loss function at coronal tem-
peratures come largely ““ from a few of the most important
spectral lines emitted by a few stages of ionization of a small
number of individual elements. ÏÏ For a FIP-biased com-
position, the radiative cooling of the corona comes pri-
marily from line emission from iron ions and other metals ;
thus, for a given emission measure, the higher the enhance-
ment of iron and other low-FIP element abundances over
their photospheric values, the higher the radiative cooling
rate will be in the temperature regime log T D 6.0È6.6. If all
the other required input parameters DEM, loop size,(n

e
,

shape, and Ðlling factor) were known from simultaneous
high-resolution spectroscopic and imaging data, then
observed cooling times might o†er an important new con-
straint on the absolute abundance normalization at least for
the prime radiating ions such as iron. Although there are a
number of studies of relative abundances of heavy elements
in the active corona, apart from Ñare conditions (where
line-to-continuum analysis is possible), deÐnitive spectro-
scopic measurements of heavy element abundances relative
to hydrogen remain elusive.

5. CONCLUSIONS

This investigation compared and combined information
on the emission measure distribution with temperature for a
quiescent active region, AR 7563, using a forward-folding
technique on simultaneous SXT broadband Ðlter images
and SERTS high-resolution EUV spectra. We exploited the
complementary nature of the SXT and SERTS data to
achieve three interdependent goals : (1) quantiÐcation of
some of the important uncertainties inherent in the use of
the individual data sets, (2) an improved calibration of the
relative SERTS and SXT responses, and (3) a self-consistent
multithermal description of the active region plasma. Our
results are summarized below.

Although it is generally understood that emissivities of
spectral lines such as those observed with SERTS will
depend greatly on the set of elemental abundances assumed
and the ionization fraction calculations used, it has often
been unrecognized that broadband Ðlter response functions
such as those for SXT are also sensitive to these details of
the solar spectrum that is folded through the instrument
e†ective area.

The sensitivity of the SXT Ðlter response functions to
both the absolute elemental abundances (primarily for iron)
and the iron ionization fractions could have a major impact
on many routine analyses of SXT data. The dominant con-
tribution of iron emission lines in the SXT thin Ðlter
bandpass yields about a factor of 2 di†erence in response at
D6 MK when the default iron ionization fractions (from
calculations of Arnaud & RothenÑug 1985) are replaced
with those of the newer ionization balance calculation of
Arnaud & Raymond (1992). At plasma temperatures of
2È5 MK, the emission measures derived from the thin Ðlter
count rates scale roughly inversely with the assumed Fe/H
normalization ; the magnitude of the e†ect is not constant
with temperature, dropping by about a factor of 2 at Ñare
temperatures (D25 MK).

Color temperatures obtained from ratios of various com-
binations of SXT low-energy Ðlters can be a†ected signiÐ-
cantly (e.g., 10%È30% at log T \ 6.5È6.7) by changing
abundances or iron ionization fractions even though the
response curves of the low-energy Ðlters have similar tem-
perature dependence. This is because of the shallow gra-
dient of the ratio as a function of temperature, that is, a
small change in Ðlter ratio corresponds to a larger change in
temperature. The e†ect of changing abundances and iron
ionic fractions on color temperatures from ratios of thin
Ðlters combined with thick Ðlters, or of the thick Al with the
Be Ðlter, can be even larger (e.g., 15%È40% at log T \ 6.5È
6.7 for the thick-Al/thin-Al Ðlter combination and 50%È
60% for the Be/thick-Al Ðlter combination).

We found that the relative calibration between the
SERTS and the SXT instruments must be adjusted by a
factor of 2. This is consistent with the absolute measure-
ment uncertainty of the 1993 SERTS Ñight (Brosius, Davila,
& Thomas 1998). Using a forward-folding procedure which
combines the SXT intensities with the published SERTS
line intensities divided by a factor of 2 yielded acceptable
joint emission measure distributions. Our present analysis
cannot determine whether the Arnaud & RothenÑug (1985)
or Arnaud & Raymond (1992) ionization fractions better
describe the joint data set, nor can it choose the preferred
absolute coronal abundance normalization. However, it
does demonstrate (1) the strong need that all atomic physics
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assumptions be the same for both data sets when SXT
broadband data are compared with spectral line data and
(2) the range of results possible when the absolute abun-
dances and iron ionization fractions are uncertain.

We revised the DEM curve of Brosius et al. (1996) to be
consistent simultaneously with both SERTS and SXT
observations, within their respective measurement uncer-
tainties. The major change was a sharp drop in the DEM
distribution starting at about log T \ 6.5, which e†ectively
reduces the thermal energy content of the region by about a
factor of 2 and the heating requirements by about a factor
of 5. There was also a slight enhancement of emission
measure around log T \ 6.5 relative to plasma near
log T \ 6.0 ; this also reduces the heating requirement
somewhat because more heating would be required to o†set
radiative cooling near log T \ 6.0. The SERTS data alone
do not contain an e†ective high-temperature constraint for
active region plasma, and so DEM results from SERTS
data alone should be used with considerable caution. This
caveat also applies to the analysis of data obtained solely
from an instrument such as the Coronal Diagnostic
Spectrometer (CDS) on SOHO which has a similar wave-
length range.

There are several lines in the SERTS wavelength range
which were not consistent with our analysis results. We
plan a more detailed investigation of the density sensitivity
of the Fe XIII line at 318.1 and other lines in the SERTSA�
wavelength range in a future paper. The di†erences between
the observed and predicted values of the two Fe XVII lines at
347.8 and 350.5 could not be reconciled with any adjust-A�
ment of the iron elemental abundance or ionization fraction
or relative calibration between the SERTS and SXT instru-
ments. We suggest that the atomic physics for these lines be
investigated more thoroughly.

We plan to make a similar analysis of coordinated data
from the 1997 November 18 SERTS Ñight, where simulta-
neous observations are available not only from SXT but
also from CDS. Since one of the purposes of that Ñight was
to obtain a reliable cross calibration between SERTS and
CDS, SERTS was absolutely calibrated in the same facility
used to calibrate CDS prior to the SOHO launch. The
absolute intensity measurement uncertainty is much less
than the factor D2 from previous Ñights. A more reliable
SERTS/SXT relative calibration will substantially reduce
one of the important uncertainties in the analysis method
used here and should signiÐcantly improve the constraints
of a joint multithermal analysis.
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